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Association analysis is an important technique in data
mining, and it has been widely used in many application
areas [6]. However, associations found in data can be spu-
rious and do not reflect the ‘true’ relationships between the
variables under consideration. For example, it is easily for
hundreds or thousands of association rules to be generated
even in a small data set, but most of them could be spurious
and have no practical meaning [11, 21, 22]. This has hin-
dered the applications of association analysis to solving real
world problems. While the development of efficient tech-
niques for finding association patterns in data, especially in
large data sets, is well underway, the problem for identifying
non-spurious associations has become prominent.

Causal relationships imply the real data generating mech-
anisms and how the outcome would change when the cause
is changed, so finding them has been the ultimate goals of
many scientific explorations and social studies [18]. The gold
standard for causal discover is randomised controlled trials
(RCTs) [4, 16]. However, a RCT is infeasible in many real
world applications, particularly in the case of high dimen-
sional problem of a large number of potential causes. As part
of the efforts on causal discovery, statisticians have studied
various methods for testing a hypothetical causal relation-
ship based on observational data [16]. However, these meth-
ods are designed for validating a known candidate causal
relationship and they are incapable of dealing with a large
number of potential causes either.

Although an association between two variables does not
always imply causation, it is well known that associations are
indicators for causal relationships [7]. Therefore a practical
approach to causal discovery in large data sets could start
with association analysis of the data.

A question is then whether we can filter out associations
that do not have causal indications. Note that this objective
is different from that of mining interesting associations [9,
20] or discovering statistically sound associations [5, 21] be-
cause interestingness criteria do not measure causality and a
test of statistical significance only determines if an associa-
tion is due to random chance. We have integrated two statis-
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tical methods for testing a hypothetical causal relationship
respectively with efficient association analysis techniques for
automatic discovery of causal relationships in large data sets.

One solution is to test partial association [1, 14] instead
of marginal association in data. When we study the rela-
tionship between two variables, the effects of other variables
should be considered since they may have influence on the
discovery of the relationship between the two variables under
study. A partial association test considers the association of
two variables when the other variables are ‘controlled’, i.e.
while the values of other variables are known to be the same.
If the association between the two variables is non-persistent
in most control conditions, it is not a causal indicator. How-
ever, the complexity of a partial association test is exponen-
tial to the number of variables. We have designed an efficient
algorithm for such a test and also integrate the test into an
association rule mining process [8]. Experiments with syn-
thetic and real world data have shown that the method is
efficient for detecting causal relationships in large data sets.

Another solution is to conduct a retrospective cohort study
in data [3] to validate a causal relationship. A cohort study
is a type of observational studies used in medical and social
research, where RCTs are practically impossible, to infer
risk factors. It normally follows two groups of individuals,
who share common characteristics but differ in regard to a
certain factor of interest to infer how the factor causes an
outcome. When the information about individuals has been
collected sufficiently in data, a retrospective cohort study
can be used to infer risk factors. In a social or medical study,
a causal hypothesis needs to be presented prior to the data
being selected for a cohort study. Therefore cohort stud-
ies have not been applied to causal discovery in large scale
data when candidate causal relationships are unknown. In
our research [10], we combine association analysis with co-
hort studies to generate causal hypotheses from data sets
with a large number of potential causes and to test the hy-
potheses in one causal discovery process. This method has
shown promising results in some real world data sets and its
efficiency has also been demonstrated by experiments.

One common characteristic of the two proposed methods
is that they are capable of finding causal factors of combined
variables, which are impossible to be uncovered by other ex-
isting methods, e.g. those using the causal Bayesian network
scheme [2, 12, 13, 17, 15, 19]. The two proposed methods
provide efficient alternatives to the causal Bayesian network
approaches for the discovery of causal relationships in large
data sets.



1. REFERENCES
[1] M. W. Birch. The detection of partial association, I:

the 2x2 case. Journal of the Royal Statistical Society,
26(2):313–324, 1964.

[2] G. F. Cooper. A simple constraint-based algorithm for
efficiently mining observational databases for causal
relationships. Data Mining and Knowledge Discovery,
1(2):203–224, 1997.

[3] A. M. Euser, C. Zoccali, K. J. Jager, and F. W.
Dekker. Cohort studies: prospective versus
retrospective. Nephron Clinical practice, 113(3), 2009.

[4] I. Guyon, D. Janzing, and B. Schölkopf. Causality:
Objectives and assessment. Journal of Machine
Learning Research - Proceedings Track, 6:1–42, 2010.
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