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Abstract

Organizations share data about individuals to drive business and comply with law
and regulation. However, an adversary may expose confidential information by
tracking an individual across disparate data publications using quasi-identifying
attributes (e.g., age, geocode and sex) associated with the records. Various stud-
ies have shown that well-established privacy protection models (e.g., k-anonymity
and its extensions) fail to protect an individual’s privacy against this “composition
attack”. This type of attack can be thwarted when organizations coordinate prior
to data publication, but such a practice is not always feasible. In this paper, we in-
troduce a probabilistic model called (d, α)-linkable, which mitigates composition
attack without coordination. The model ensures that d confidential values are asso-
ciated with a quasi-identifying group with a likelihood of α. We realize this model
through an efficient extension to k-anonymization and use extensive experiments
to show our strategy significantly reduces the likelihood of a successful composi-
tion attack and can preserve more utility than alternative privacy models, such as
differential privacy.
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1. Introduction

The increasing collection of large quantities of person-specific information has
created tremendous opportunities for knowledge-based decision making in a num-
ber of domains [24]. To fully maximize the knowledge that can be learned, the
data needs to be made available beyond the organizations that performed the ini-
tial collection [13]. Data sharing, however, must be accomplished in a manner
that respects the privacy of the individuals from which the data was gathered [31].
There are a wide variety of computational protection models that have been sug-
gested [7], but, the majority fail to consider situations in which records on the same
individual occur in multiple organizations’ data sets. This is a concern because, in
certain environments, an individual’s information will be collected and published
by disparate organizations [20]. And when such a situation arises, an adversary
may invoke a composition attack [9] on the published data sets to compromise the
privacy afforded by traditional protection models.

The composition attack will be formalized below, but here, we take a moment
to illustrate how such a problem transpires to provide context. Imagine two health-
care organizations, Organization-A and Organization-B, collect demographics and
confidential health information as shown in Tables 1(a) and 1(b), respectively.
Notice that Alice, a 22 year-old female living in ZIP code 5095, was diagnosed
with ‘Diabetes’ at both organizations. The organizations choose to publish ver-
sions of their data sets as depicted in Tables 2(a) and 2(b). These adhere to a
traditional formal privacy model called k-anonymity, which classifies attributes as
explicit identifiers (that is, information that allows for direct communication with
an individual such as name and Social Security Number), quasi-identifiers (that
is, in combination, can uniquely characterize an individual and be leveraged for
identification purposes, such as age, sex, and ZIP code of residence) and confi-
dential attributes (e.g., diagnoses). In a published data set, explicit identifiers are
suppressed, quasi-identifiers are masked, and confidential attributes are retained in
their original form. To mask quasi-identifiers, their values are often generalized to
less specific concepts. Alice’s information, for instance, has been generalized to an
age range of 15-25 and a ZIP code of 50** in one table and 10-30 and 50** in the
other table. Yet, when an adversary knows that Alice visited both institutions, they
may learn her health status because there is only one common confidential value in
the sets of records that could possibly correspond to Alice.

The composition attack can be thwarted when organizations coordinate during
the k-anonymization process. Specifically, such coordination can take place by
sharing their data sets in the clear (e.g., [18]) or computing over encrypted trans-
formations (e.g., [11, 19]) prior to publication to discover and address potential
violations. However, such coordination is not always possible and may even be
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Name Age Sex ZIP Code Diagnosis 

Emu 
Alex 
Clark 
Hafiz 

25 
24 
20 
23 

M 
M 
M 
M 

5095 
5085 
5001 
5005 

Cough 
Flu 

Diabetes 
Flu 

Alice 
Mina 
Sofia 
Anju 

22 
25 
20 
21 

F 
F 
F 
F 

5095 
5001 
5002 
5087 

Diabetes 
Fever 

Diabetes 
Fever 

(a) 

Name Age Sex ZIP Code Diagnosis 

Emu 
Michel 
Bokul 
Safiq 

25 
24 
20 
23 

M 
M 
M 
M 

5095 
5085 
5031 
5025 

Cough 
Fever 

Diabetes 
Flu 

Alice  
Lima 
Nima 
Fami 

22 
25 
20 
21 

F 
F 
F 
F 

5095 
5065 
5002 
5077 

Diabetes 
Cough 

Diabetes 
Cough 

(b) 

Table 1: The data managed by (a) Organization-A (b) Organization-B in their private collections.

Age Sex ZIP Code Diagnosis 

15-25 
15-25 
15-25 
15-25 

M 
M 
M 
M 

50** 
50** 
50** 
50** 

Flu 
Flu 

Cough 
Diabetes 

15-25 
15-25 
15-25 
15-25 

F 
F 
F 
F 

50** 
50** 
50** 
50** 

Fever 
Fever 

Diabetes 
Diabetes 

(a) 

Age Sex ZIP Code Diagnosis 

10-30 
10-30 
10-30 
10-30 

M 
M 
M 
M 

50** 
50** 
50** 
50** 

Cough 
Fever 

Diabetes 
Flu 

10-30 
10-30 
10-30 
10-30 

* 
* 
* 
* 

50** 
50** 
50** 
50** 

Diabetes 
Diabetes 

Cough 
Cough 

(b) 

Table 2: Publications of data sets from (a) Organization-A (b) Organization-B after the application
of k-anonymization.

prohibited by law [2]. Moreover, in some countries, such as the United States,
healthcare is decentralized. As a result, it is not uncommon for a patient to be seen
at multiple hospitals that do not coordinate with one another as discussed in [20].
We refer to this setting as a non-coordinated environment.

In non-coordinated environments, privacy enhancing methods based on ran-
domization can be applied to limit the detection of an individual in a data set. In
particular, differential privacy (which is discussed in further detail in the following
section), can prevent the composition attack [22]. However, the utility of such data
sets may be too low for practical [22]. Consider Tables 2 and 3 depict examples of
k-anonymized and differentially private data sets, respectively3. The composition
attack is successful for the pair of k-anonymized data sets because an adversary can
restrict their focus to only one confidential value, namely ‘Diabetes’, to link with
Alice’s record. In contrast, for the pair of differentially private data sets, the ad-
versary has all values from the confidential attribute’s domain to link with Alice’s

3The hypothesized tables in Table 3 have been created by following the differential privacy mech-
anism in [22]
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Age Sex ZIP Code Diagnosis 

15-25 M 50** 

Cough (5) 
Fever (10) 

Flu (0) 
Diabetes (8) 
Hepatitis(4) 

Heart Disease(6) 

15-25 F 50** 

Cough (7) 
Fever (4) 
Flu (10) 

Diabetes (5) 
Hepatitis(11) 

Heart Disease(5) 

(a) 

Age Sex ZIP Code Diagnosis 

10-30 M 50** 

Cough (3) 
Fever (7) 
Flu (12) 

Diabetes (0) 
Hepatitis(6) 

Heart Disease(2) 

10-30 * 50** 

Cough (9) 
Fever (4) 

Flu (7) 
Diabetes (5) 
Hepatitis(8) 

Heart Disease(2) 

(b) 

Table 3: Published data sets from (a) Organization-A (b) Organization-B after the application of a
differential privacy mechanism

record.4

Thus, the goal of our current work is to develop generalization-based strategies
to protect individuals’ privacy whose records are disclosed by disparate organiza-
tions when coordination is not permitted. We propose a protection model that is
designed to increase the likelihood that an adversary will have multiple confidential
values to link with an individual’s record after combining disparate k-anonymized
data sets. Specifically, the contributions of this paper are as follows.

• First, we propose a novel model to reduce the risk of the composition at-
tack. Our model is applicable to each publisher’s data set independently and
without coordination. This model uses statistical information regarding the
quasi-identifying and confidential attributes of the underlying population to
simulate a k-anonymized data set published by another organization.

• Second, we design an efficient algorithm to achieve the proposed protection
model. The algorithm is implemented as a post-processing method applied
to partition-based k-anonymization [16, 17, 30] approaches5. Note that in
the publications from different independent organizations, the privacy of the
records is preserved by the k-anonymity model. Thus, when applying the
post-processing method on top of k-anonymization, we retain this privacy

4In this example there are six confidential values {‘Cough’, ’Diabetes’, ‘Flu’, ‘Fever’, ‘Hepatitis’,
‘Heart Disease’} in the confidential attribute’s domain.

5We acknowledge that even though there are a plethora of k-anonymity methods based on gener-
alization, there are other methods like microaggregation, that replace equivalence classes by averaged
values [5, 21, 4, 1]. However, in this paper, we only consider generalization because our algorithm
is implemented as a post-processing step for partition-based anonymization.

4



guarantee.

• Third, we provide an extensive empirical evaluation of our method on pub-
licly avaialble data sets from the U.S. Census Bureau. We compare our
method with a strategy based upon differential privacy [6] and show that our
method can preserve better utility, with a negligible effect on data quality.

The remainder of this paper is organized as follows. Section 2 provides a more
detailed background on the composition attack and various models to protect data
for publication. Section 3 formalizes the underlying concepts and the composition
problem. Section 4 provides a theoretical foundation for privacy preservation and
a model of protection for the situation in which two organizations publish data in-
dependently. Moreover, Section 4 presents an extension of our model to a more
general case in which more than two organizations publish data. Section 5 intro-
duces a computational method to achieve the model. Section 6 provides a series of
empirical investigations to demonstrate the tradeoff in attack mitigation and data
utility after applying the proposed approach and a differentially private publication
strategy along with discussion on the limitations of our proposed model. Finally,
Section 7 provides discussion on conclusions associated with this work.

2. Background

2.1. Composition attacks are challenging problems

In the composition attack, an adversary follows the confidential attribute to
learn information about an individual’s record (who we will refer to as the vic-
tim). The example offered in the introduction highlights this issue. This process
is an extension to linking, or the identification of an individual’s record in pub-
lished data sets through the matching of their quasi-identifying attributes [30, 33].
This definition has traditionally been applied to single instance publications, which
do not consider the composition attack. Consequentially, the principles in single
instance publication settings are not applicable to multiple independent publica-
tions [9]. In this work, we call the property by which it is possible to infer an
individual’s confidential information by linking such attributes across multiple in-
dependent publications as linkability.

2.2. Existing solutions for composition attacks

Privacy-preserving data publication techniques can be broadly classified into
two categories; partition and randomization. With a partition technique, the data
values of some quasi-identifying attributes (e.g., age, sex and residential address)
are generalized to form small groups, so that an individual cannot be identified and
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their confidential value(s) cannot be inferred with a high confidence. By contrast,
in a randomization technique, the original values have noise added to them and,
hence, it is difficult to pinpoint an individual in a published data set. While a
substantial quantity of privacy-preserving data publication models and algorithms
have been developed over the past decade [7], they do not appropriately address the
non-coordinated composition problem. To provide context for our work and how it
relates to the existing literature, we review several of the more relevant techniques
and analyze why they are unsuitable to cope with the composition attack.

As mentioned earlier, a partition-based protection technique deals mainly with
the single instance of publication [7]. Examples of such strategies include k-
anonymity [30], l-diversity [17] and t-closeness [16]. However, these strategies
do not appropriately address the composition attack [9]. This is because, when
two publishers disclose data sets to satisfy a privacy criterion independently, there
is no guarantee that the combination of the data sets continue to satisfy the crite-
rion. Another technique, p-sensitive k-anonymity [29] proposes a way to unlink
quasi-identifying and confidential attributes to protect the confidential information
of individuals. The unlink-ability is only for one data set. This technique suf-
fers for the same problem as other single instance of publications. When two or
more data sets are published by the technique, the intersection can contain a unique
confidential value and privacy is breached.

It should be recognized that some partition-based techniques deal with serial
publication [8, 32, 34, 36] (i.e., multiple publications from the same data pub-
lisher). Yet, prior work assumes the published data sets are all controlled by a
publisher who is aware of all versions of previously published data. Moreover, the
data publisher can modify the data to ensure the combination with previous publi-
cations retain the privacy condition. In our setting, the data publisher does not have
knowledge about other data sets that may be exploited for composition.

Alternatively, [22] showed that the randomization framework of ε-differential
in a non-interactive setting (i.e., a one-time publication) can protect data from the
composition attack. Yet, the utility of published information is often low when
ε-differential privacy is used for data publication in a non-interactive manner. This
is because differential privacy as presented in [22], is designed to mask both quasi-
identifying and confidential attributes. Masking for quasi-identifying attributes is
achieved by generalization, while masking for the confidential attribute is achieved
by publishing noisy count of all confidential values for different equivalence classes
(Definition 1) of people (an example in Table 3). Unfortunately, not all equivalence
classes have records that cover all confidential values. As such, when the count of
a confidential value within an equivalence is small in the original data set, say
zero, it may be perturbed into any integer. And this is problematic when analytics
over the published data require the complete absence of information to classify an
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individual, such as is the case in clinical phenotyping [23]. Moreover, this problem
can occur for every equivalence class of individuals. The low utility of differential
privacy in a non-interactive setting is also reported in [28]. This issue is further
highlighted in our empirical analysis in Section 6.2.

Beyond the above discussed techniques, the composition attack can be resolved
when organizations collaborate. For example, after k-anonymization is performed
locally, the organizations can check which confidential values (e.g., diseases) are
common between different equivalence classes of data sets and take actions to en-
force a privacy requirement. Certain methods [11, 18, 19] solve this problem by
suppressing the overlapping records from one (or more) of the data sets. Such
methods do not apply in our setting because coordination is not permitted and the
protection models invoked in such protocols do not explicitly address the linkabil-
ity of the confidential values.

2.3. Fundamental causes and solution outline
Linkability enables attackers to narrow down the search space of a victim’s con-

fidential values (to be formally defined in Section 3). For example, independently
of the two k-anonymized data sets in Tables 2(a) and 2(b), an attacker has two
distinct confidential values to link with Alice’s record. When combining both data
sets, there is only one confidential value {Diabetes} in common with the quasi-
identifier attributes. Therefore, when the attacker knows that Alice visited both
organizations, they can infer that Alice is suffering from {Diabetes} with 100%
confidence.

The number of confidential values shared across multiple k-anonymized data
sets in an individual’s equivalence classes determines the level of linkability. Let
d represent the value of such common confidential values, then the linkability of
those anonymous data set is d and one anonymous data set is d-linkable with an-
other anonymous data set. In the previous example, the data set in Table 2(a) is
1-linkable with data set 2(b) and the privacy of an individual is clearly compro-
mised in 1-linkable data sets. When the number of the shared confidential values
increases, the risk of an individual’s privacy being compromised decreases (and
vice versa).

Without the knowledge of a linking data set, a data set from another publisher
that can be used by an attacker to conduct composition attack, it is clearly difficult
for one organization to k-anonymize its data set to eradicate the composition attack.
Yet, based on the probability distributions of different confidential values, some
combinations have a lower risk than others in the context of the composition attack.

For example, two variations of k-anonymized data sets from Organization-C
are shown in Tables 4(a) and 4(b). Intuitively, the data set in Table 4(a) has a
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Age Sex ZIP Code Diagnosis 

 30-40 
30-40 
30-40 

M 
M 
M 

500* 
500* 
500* 

Pneumonia 
Prostate Cancer 
Heart Disease 

(a) 

Age Sex ZIP Code Diagnosis 

 30-40 
30-40 
30-40 

M 
M 
M 

500* 
500* 
500* 

Flu 
Stomach Upset 

Pneumonia 

(b) 

Table 4: Publications of data sets from Organization-C after the application of k-anonymization.

higher risk than the data set in Table 4(b). The chance for an adversary to see a pair
of confidential values of Table 4(a) in another patient group (equivalence class) of
another data set is higher than that of Table 4(b). In other words, the confidential
values in Table 4(a) have a higher chance being unique when it is intersected with
another group (equivalence class) of another data set than those in Table 4 (b). As
such, if there is a confidential value in common between the data set in Table 4(a)
and a linking data set, it is more likely caused by the victim who visited both
organizations, than by two different records with the same quasi-identifying value
and diagnosis.

For the composition attack, the risk is associated with the frequencies of con-
fidential values. So, without knowledge of a linking data set, we should be able
to reduce the probability of the attack. And, based on such an estimate, we can
generalize a data set in a way that the chance for the data set in question and any
linking data set will share two or more common confidential values is sufficiently
high. Consider in the data set in Table 4(b), if the chance of any two data sets (i.e.,
the data set in Table 4(b) and a linking data set) sharing any pair of {Flu, Stomach
Upset}, {Flu, Pneumonia} or {Stomach Upset, Pneumonia} confidential values is
high, the probability of 1-linkable (i.e., two data sets sharing 1 confidential value) is
low. As a consequence, the risk of privacy compromise by the composition attack
is low as well.

Thus, in this paper, we propose a (d, α)-linkable privacy model. Informally,
this model requires that the probability a k-anonymized data set and a linking data
set share d confidential values in matching equivalence classes is α. And, it follows
that the privacy risk of individuals with shared records is sufficiently low with high
α.

3. Preliminaries

Here, we formalize the system. For reference, Table 5 summarizes the common
notation used throughout this paper.

Let D = {t1, t2, . . . , tn} be a multi-set of records, where each record ti repre-
sents the information of an individual i. Each record is represented ti = {idi, qi, si},
where idi ∈ ID, qi ∈ QID, and si ∈ S. ID represents the set of unique identi-
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fiers, which are used to uniquely identify records, such as personal name or medi-
care card number. QID is a set of quasi-identifying attributes that can poten-
tially identify a person (e.g., age, ZIP code and sex) and S is a set of confidential
values (e.g., disease). The quasi-identifying attributes QID = {q1, q2, . . . , qm}
consist of m attributes, each of which has its own domain that contains a set
of possible values. Let D∗ = {t̂1, t̂2, . . . , t̂n} be a published data set, where
t̂ = {q̂1, q̂2, . . . , q̂m, s} and q̂i is any value from the domain of qi.

In a published data set D∗, the attribute ID has been removed, whereas the
(modified)QID attributes and confidential attributes are kept in the published data
sets. If the QID and the confidential values are published in their original state,
an adversary may invoke record linkage [33] between QID attributes and external
information to link an individual’s identity to their confidential information. To
avoid this disclosure, one frequently applied solution is to replace the QID values
with more general values from their domains to ensure that the individuals in an
equivalence class (Definition 1) are indistinguishable and their confidential values
cannot be inferred with a high confidence [16, 17, 30, 35].

Definition 1 (Equivalence class). For a k-anonymized data set, an equivalence
class corresponds to the set of records in the data set with identical values over the
combination of QID attributes.

For example, records 1 to 4 in Table 2(a) form an equivalence class with respect to
{age, sex, ZIP code}.

Let D∗1, D
∗
2, . . . D

∗
n be the n independent k-anonymized data sets with mini-

mum equivalence class size k. We use the notation Ej
i to represent the equivalence

class of an individual i in a published data set D∗j . Let S(Ej
i ) represent the set of

(distinct) confidential values in an equivalence class.
In a published data set, the equivalence class size k represents the anonymity

of an individual. This means an individual should be grouped with (k − 1) other
individuals in the published data set. However, as pointed out in [17], the level of
protection for an individual is equal to the number of distinct confidential values
of the equivalence class in which the individual’s record resides. Moreover, when
there are multiple published data sets available (an individual may have record in
the multiple published data sets) then her level of protection may change [9]. We
refer to this as “composition anonymity” of an individual.

Therefore, the composition anonymity of an individual is defined by the Defi-
nition 2.

Definition 2 (Composition anonymity). For an individual i, the composition anonymity
in n independently anonymized data sets containing her record is equal to the num-
ber of distinct common confidential values in the equivalence classes where her
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Table 5: Common notation used in this paper.
Notation Description
Ω large population from which the records are collected
D,D1, D2 the original data sets
D∗, D∗1, D

∗
2 published data sets of D,D1 and D2, respectively

D0 the hypothesized data set, |D0| = |D∗2|
P (X) the probability that event X happens
ti record t of an individual i
t̂i generalized record of record t
ID the identifier attributes
QID the quasi-identifying attributes
S set of all confidential values
qi ith QID attribute
q̂i generalized value of qi
s the confidential attribute
Sd the set of d different confidential values
Ej

i the equivalence class of an individual i in a published data set D∗j
S(Ej

i ) the set of (distinct) confidential values corresponding to Ej
i

oi composition anonymity of an individual i

record resides. Formally, the composition anonymity for i with respect to those
anonymized data sets is

oi = | ∩ S(Ej
i )|, j = 1, . . . , n

where Ej
i is an equivalence class in data set D∗j containing quasi-identifier values

of i.

The knowledge of an adversary A victim v is an individual in D1 with t =
{ID = v,QID, s}. The adversary knows the QID values of v and tries to infer s
in the following scenario:

• v is also in another data set D2. The adversary has access to D∗1 and D∗2, the
published data sets of D1 and D2, respectively.

The knowledge of a data publisher A publisher has no specific knowledge
of another data set that may contain overlapping records with its published data
set. However, a publisher anticipates that the values of QID and S of the another
data set follow the same distribution and that both the data sets follow the same
k-anonymization procedure.
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When considering the above setting, the privacy breach is characterized by
Definition 3.

Definition 3 (Privacy breach). Given published data sets D∗1 and D∗2, and the
knowledge that a victim v is in both, a privacy breach occurs when the composition
anonymity of an individual i = v is less than value d (defined by the publishers).
More specifically, the privacy breach occurs when oi < d, where d represents a
publisher’s predefined protection parameter.

For instance, imagine that d = 2. Then, Alice’s privacy is breached in the
data sets of Tables 2(a) and 2(b), where oAlice < 2. Specifically, an adversary
can identify that Alice is suffering from AIDS. This is because AIDS is the only
common confidential value in the sets of records that could correspond to Alice.
Therefore, the objective of the following model is to minimize the privacy breach
that occurs for overlapping records.

We now formalize linkability, the main property of a published data set that
makes the composition attack possible.

Definition 4 (Linkability). Linkability is a property of a k-anonymized data set
that offers an adversary the ability to identify the group of possible confidential
values of an individual by following the confidential attribute without precisely
identifying her record. Therefore, linkability ∝ oi, where oi is the composition
anonymity of an individual in n independent k-anonymized data sets.

In Tables 2(a) and 2(b), the linkability reveals the confidential value which belongs
to Alice without precisely identifying her record in those data sets.

In a partition-based protection technique, since the generalized values are faith-
ful to their original values, it is possible to locate the equivalence class of a record;
as such, linkability persists. However, we can control the confidence an adversary
has in linking an individual’s confidential information by increasing the number
of distinct shared confidential values in that individual’s equivalence class when
combining different k-anonymized data sets. When a data set is k-anonymized
in such a way that composition anonymity of an individual can have a pre-defined
threshold d, we say that data set d-linkable (Definition 5). Therefore, the d-linkable
property can be formalized by the following definition.

Definition 5 (d-linkable). k-anonymized data setsD∗1 andD∗2 are called d-linkable
if, for each individual i = v: oi ≥ d, where d ≥ 2.

11



4. Privacy model (d, α)-linkable

Our goal is to publish a data set that is d-linkable with any another data set. In
this section, we provide a high-level characterization of the (d, α)-linkable model
along with a statistical basis on how to achieve it.

Imagine that the original data sets D1 and D2 are samples from a large popu-
lation Ω and that the intersection of the data sets is non-null. D∗1 and D∗2 are the
corresponding k-anonymized versions of the original data sets. A data set D∗0 is a
hypothesized data set of D∗2 (the generation process for which is explained below).
We assume both data sets have the same attribute domain and size. Based on these
assumptions, the (d, α)-linkable privacy model is defined as follows.

Definition 6 ((d, α)-linkable). A k-anonymized data setD∗1 is (d, α)-linkable with
another k-anonymized data set D∗2 if d distinct confidential values appear in com-
mon for each individual’s equivalence classes with α confidence.

When D∗1 is (d, α)-linkable (see Definition 5) with another data set D∗2, there are d
distinct confidential values in common with each corresponding equivalence class
(that is, the equivalence classes that should belongs to the same individual in both
data sets) of D∗1 and D∗2. This reduces the chance of a successful composition
attack into an expected confidence bound (α).

We now provide a model for how to estimate the linkability of D∗1 with D∗2.
Imagine that the example data set D∗0 is a random sample of Ω with record proba-
bility (Definition 7 [27]) P (t̂), where t̂ is a record with confidential value s.

Definition 7 (Record probability). We assume that the attribute values and the
confidential value in a record are independent.6 P (qi) and P (s) are the frequen-
cies of value qi and confidential value s in the population. The probability of a
record t̂ = {q̂1, q̂2 . . . , q̂m, s}, denoted as P (t̂), can then be assigned as follows.

P (t̂) = P (q̂1)× P (q̂2)× · · · × P (q̂m)× P (s)

= (
m∏
i=1

P (q̂i))× P (s) (1)

For example, let us assume that P (age = [20-30]) = 0.15, P (gender = [female]) =
0.5, and P (disease = [diabetes]) = 0.05 are obtained from the patient population.
Let t̂ = {20− 30, female, diabetes}, then P (t̂) = 0.00375.

6The independence assumption is invoked when additional knowledge is unavailable. When de-
pendencies are known, their relationship can be modeled by other data mining frameworks. For
example, the confidence of an association rule (Age[40 − 60],M) → Prostate Cancer, can be
used to model the probability of an equivalence class of people to a disease.
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Linkability for D∗1 exists when D∗0 contains a record from the same individual
with the same confidential value. Therefore, to check the linkability of D∗1 with
D∗0, we need to determine whether a record t̂ is in the hypothesized data set D∗0 by
chance alone.

Building on the definition of record probability (Definition 7), P (t̂) and 1 −
P (t̂) represent the probability of success and failure, respectively, of selecting a
record t̂ by a random draw. We can consider each draw as a Bernoulli trial and the
process of generation of the data set D∗0 can be considered as n random draws with
replacement that follow the binomial distribution: f(σ, n, ρ), where σ is the exact
number of successes for selecting a record t̂ from a total of n random draws and ρ is
the probability of a success of that event. Therefore, ρ = P (t̂) = (

∏m
i=1 P (qi))×

P (s).
Consequently, if P (t̂, s) represents the probability of having at least one t̂ with

confidential value s in D∗0, then,

P (t̂, s) = 1− f(0, n, ρ)

= 1− (1− ρ)n (2)

In the above equation, since t̂ = {q̂1, q̂2, . . . q̂m, s} is a generalized version of t, its
generalized QID can be linked with an equivalence class E1

i = {q̂1, q̂2, . . . q̂m}
in D∗1. Therefore, the probability P (t̂, s) also represents the probability of a confi-
dential value s appearing in an equivalence class E0

i in D∗0. Thus,

P (t̂, s) = P (E0
i , s) = 1− (1− ρ)n (3)

The above equation represents the probability that a confidential value s, al-
ready in E1

i of D∗1, will be in E0
i of D∗0 by chance alone. As such, this probability

also represents the chance that a confidential value s will be in common between
equivalence classes (E1

i and E0
i ) with probability P (E0

i , s). Our goal is to deter-
mine such a probability for d distinct confidential values.

Now, let P (E0
i , S

d) represent the probability of d different confidential values
appearing together in the equivalence class E0

i in D∗0 just by chance. Then,

P (E0
i , S

d) = P (E0
i , s1)× P (E0

i , s2)× · · · × P (E0
i , sd)

=

d∏
r=1

P (E0
i , sr). (4)

Since we have assumed that the equivalence class E0
i is already in D∗1, here we

only consider those s in Sd that are already in E1
i . Therefore,

Sd = {s1, s2, . . . , sd} ⊂ S(E1
i )

13



Record Age Sex ZIP Code Diagnosis 

t1 

t2 

t3 

30-40 
30-40 
30-40 

M 
M 
M 

50** 
50** 
50** 

S1 

S2 

S3 

(a) 

Record Age Sex ZIP Code Diagnosis 

t'1 

t'2 

t'3 

30-40 
30-40 
30-40 

M 
M 
M 

50** 
50** 
50** 

S1 

S2 

S4 

(a) 

Table 6: (d, α)-linkable data sets (a) D∗
1 and (b) D∗

2

.

While P (E0
i , S

d) represents the probability of d distinct confidential values
from E1

i appearing in E0
i , it also represents the probability that d distinct con-

fidential values will be in both equivalence classes E0
i and E1

i with confidence
P (E0

i , S
d).

Therefore, after the publication of D∗0, the composition anonymity of an indi-
vidual i will be d with confidence P (E0

i , S
d). In other words, D∗1 is d-linkable

with D∗0 with confidence P (E0
i , S

d). Hence, D∗1 is d-linkable with D∗2 with the
same confidence. Thus,

oi = |S(E1
i ) ∩ S(E0

i )| = |S(E1
i ) ∩ S(E2

i )| ≥ d (5)

Based on this framework, we can define the objective of our protection model.
Given 1) a data set D∗1 that has already been k-anonymized and 2) the expected
number of shared confidential value d, our objective is to generate a data set D̂∗1,
such that, for each individual i in D̂∗1, the composition anonymity is d with hypoth-
esized data set D∗0 for which the publisher’s confidence is α = P (E0

i , S
d).

4.1. How (d, α) linkable model protects privacy

In this section, we demonstrate how the model protects privacy in the discussed
adversarial scenarios, that is the adversary knows that a victim visited two organi-
zations.

Based on the proposed model and assume that d = 2 and α = 0.8, we could
publish data sets D∗1 and D∗2 as shown in Table 6(a) and Table 6(b), regardless of
whether or not there is an individual common to both tables. Note that for the sim-
plicity of discussion, we assume d = 2, however, to ensure sufficient confidence,
we assume α = 0.8.

An adversary will know that the victim’s record is in both D∗1 and D∗2. Since
these data sets were generalized according to (2, 0.8)-linkable model, two confi-
dential values will be common with 0.8 confidence. Say s1 and s2 are the common
confidential values in the published data sets D∗1 and D∗2. When both data sets
are available to the adversary, after combing them she can identify the set of pos-
sible confidential values as {s1, s2} that could possibly correspond to the victim.

14



Therefore, based on the published data sets, the adversary can infer that the confi-
dential value of the victim is either s1 or s2. As such, the privacy of the overlapping
individual is protected with 0.8 confidence.

4.2. n-independent k-anonymized data sets
In this section, we further extend the (d, α)-linkable model to the more general

case when there are n organizations’ data sets.
In this scenario the publisher needs to consider n− 1 other k-anonymized data

sets. Furthermore, since the publisher does not have the original or k-anonymized
data sets from other publishers, they must calculate the linkability with n − 1 hy-
pothesized data sets, generated from the population Ω. Note that each hypothesized
data set is a collection of random draws and is considered to be independent.

Based on this assumption, we transform the data set to ensure it is d-linkable
with n − 1 independent hypothesized data sets with confidence α. Note that the
common confidential values Sd are assumed to be the same for an individual’s
equivalence class of all data sets. Since the n− 1 hypothesized data sets are inde-
pendent, the privacy condition becomes

α = P (n−1)(E0
i , s

d) =
n−1∏
y=1

P y(E0
i , s

d) (6)

5. An algorithm to achieve (d, α)-linkability

The algorithmic strategy to transform a data set to meet the the (d, α)-linkable
requirement is summarized in Algorithm 1. This algorithm is called dLink. In-
formally, when an equivalence class fails to satisfy the (d, α)-linkable model, it is
merged with its nearest equivalence class7. This process repeats until the model is
satisfied.

The process of merging entails generalizing records to a common set of quasi-
identifying values. Now, there are several possible ways by which this could be
accomplished. First, we could increase the size of the equivalence classes and
re-anonymize the original data set. However, in doing so, we would apply general-
ization to all equivalence classes, including those which have already satisfied the
privacy criterion. Alternatively, we choose to merge the equivalence class that fail
to satisfy the privacy criterion with another class that fails to meet the criterion as
well.

7The equivalence class which has the minimum distance from the target equivalence class to
all other equivalence classes is called the nearest equivalence class of the target equivalence class.
Distance between two equivalence classes is measured using the distance defined in [15].
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Algorithm 1 dLink
Input: D∗

1 , a k-anonymized data set with m quasi-identifying attributes; T , a set of gen-
eralization taxonomies for each attribute; α and d, the linkability parameters .
Output: D̂∗

1 , an (d, α)-linkable data set
1: Compute the equivalence classes E1

i and the set of confidential values S(E1
i ) for each

equivalence class. Let |E1
i | represent the number of equivalence classes.

2: while there is an equivalence class that does not satisfy P (E0
i , S

d) ≥ α do
3: Calculate P (E0

i , S
d) for each observed combination of d.

4: if P (E0
i , S

d) < α then
5: Merge the equivalence class i with its nearest equivalence class
6: end if
7: end while
8: output D̂∗

1

We now briefly elaborate on the key steps of our algorithm dLink.
Initialization (Step 1) First, we count the number of equivalence classes. We

store the equivalence class value (label) E1
i and the distinct confidential values for

each equivalence class S(E1
i ).

Checking the criteria (Step 2-3) Next, we calculate the probability that a
group of confidential values (Sd) appear together in an equivalence class of the
hypothesized data set D∗0, where Sd ⊂ S(E1

i ). Note that Sd can be any com-
bination of d distinct confidential values from S(E1

i ). For example, if S(E1
i ) =

{s1, s2, s3, s4} and d = 3, then there can be
(
4
3

)
= 4 possible groups, where each

group has three distinct confidential values. Thus, Sd = {(s1, s2, s3), (s1, s2, s4),
(s1, s3, s4), (s2, s3, s4)}. Generally speaking, the equivalence classes that do not
have d distinct confidential values are also subject to the merge process.

Treating the equivalence class failing to satisfy the requirement (Step 5)
When an equivalence class fails to satisfy the privacy criterion at Step 2 (i.e., the
equivalence class is potentially subject to a composition attack), it is merged with
its nearest equivalence class.

Output generalized table (Step 8) Finally, the algorithm outputs the general-
ized data set D̂∗1.

We acknowledge that, since dLink applies generalization to achieve its objec-
tive, in a worst-case scenario, this may lead to suppression of the entire data set
(i.e., when none of the equivalence class provides the privacy guarantee). How-
ever, our empirical analysis (in the following section) illustrates that, in practice,
our method has negligible effect on data utility, while reducing the likelihood of a
successful composition attack.
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Attribute Age Sex Education Race 
Birth  
Place 

Occupation Salary 

Domain  
Size 

100 2 20 6 41 50 50 
 

Table 7: Attribute domain size

6. Experiments

We conduct our experiments in three stages. In the first stage, we compare
published data sets with and without post-processing with respect to their strength
against the composition attack (privacy) and, classification accuracy and query ac-
curacy (utility). In the second stage, we compare the utility of differentially private
data sets and the anonymized data sets with our method. Finally, we investigate the
effects of the parameters α and d on the overall performance of dLink.

We perform experiments with real world data sets derived from the U.S. Cen-
sus Bureau 8. We split the data set into two independent data sets 1) Occupation
and 2) Salary. Each data set consists of 600,000 records. The Occupation data
set includes five QID attributes: age, sex, education, race, birth-place and one
confidential attribute: occupation. The Salary data set contains the same QID
attributes and replaces the confidential attribute with salary. All QID attributes
consist of categorical values except age and education. The size of their domains
are reported in Table 6.

We composed five disjoint data sets from each of Salary and Occupation via
random draws of 100,000 records. The remaining 100,000 records are used as
an overlapping pool. We made five copies of each data set in each group, and
randomly inserted 1000, 2000, 3000, 4000 and 5000 records from the overlapping
pool to the copies respectively yielding five sets of data of size 101,000, 102,000,
103,000, 104,000 and 105,000.

In these experiments, we apply dLink to data sets that have been k-anonymized
via the Mondrian algorithm [14]. Composition attacks are conducted between all
pairs of data sets with the same overlapping records. Note that in these experi-
ments, we only consider the scenario that an individual visits both organizations
and the adversary also has access to the anonymous data sets from those organiza-
tions. We apply Mondrian and (Mondrian + dLink) to the Occupation and Salary
data sets to assess their risk and utility. The risk is measured as the accuracy of
composition attack, which is defined as number of records with, oi=1 (Definition 2)

Total number of overlapping records × 100.
Unless noted otherwise, the parameters were set to d = 4, α = 0.8 and k = 10.

8http://ipums.org
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Figure 1: The average accuracy of the composition attack on 10-anonymized versions of the Salary
and Occupation data sets.

We assess the utility of published data sets by the precision of classification
accuracy and by the accuracy of answering range queries.

To evaluate the impact on classification accuracy, we divide the data into train-
ing and testing sets using a 10-fold cross-validation scheme based on stratified sam-
pling. After applying the k-anonymization algorithm, the generalization level is de-
termined solely by the training data set and then applied to the test data set. More-
over, values of the confidential attribute are discretized as binary values, class-I (<
25) and class-II (≥ 25), for classification purpose. For classification models, we
use four classifiers J48 (an implementation of C4.5 classifier [25] in weka [10]),
naı̈ve Bayes, logistic regression and support vector machines (SVM). For better vi-
sualization, we provide an additional measure Baseline Accuracy (BA), which is
the classification accuracy of the raw data without k-anonymization.

To evaluate the impact on query accuracy, we randomly generate 1000 queries
using the following template.

SELECT COUNT (*) from D∗ WHERE (t[A1] = x1 AND t[A2] = x2 AND
. . . AND t[Am] = xm AND t[S] = s)
where x1, x2, . . ., xm and s are randomly generated values.

For a query, we obtain its true result Ract from the original data set, and com-
pute an estimated answer Rest from its anonymized data set. The relative error of
a query is defined as |Ract−Rest|

Ract
. We measure the workload error as the average

relative error of all the queries of all data sets.

6.1. Comparison with a generalization method
We first assess the effectiveness of our method in the reduction of privacy risk

of the composition attack. Figures 1 and 2 show that our method reduces the
success rate of the composition attack greatly. The reduction increases with the
record overlap ratio, as well as the size of the equivalence class. In some cases,
the privacy risk is lower than one-tenth of the privacy risk without our method.
Moreover, from Figure 2 it can be observed that the privacy risk of Mondrian and
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Figure 2: The average accuracy of the composition attack on k-anonymized versions of the 101K
Salary and Occupation data sets.

dLink approaches zero when k is large. This effect also observed in [9]. The
reason for this effect is that when two equivalence classes are large, the likelihood
that there are common confidential values in two equivalence classes increases
significantly. Therefore, the risk of the composition attack is reduced. However,
this does not mean that is unnecessary to utilize dLink. Let us take a moment to
articulate several reasons for this claim. First, if we increase k to reduce the risk of
the composition attack, we unnecessarily reduce the utility of data set. Second, a
large k does not directly bound the risk of the composition attack to a certain.

Figures 3 and 4 compare the classification accuracy of k-anonymized data with
and without dLink with increasing data set size and equivalence class size, respec-
tively. The results show that the relative difference in accuracy is at most 0.8%
before and after the application of dLink. The accuracies do not change much with
different data size and k. Firstly, the data sets are large and the differences between
them are small. Secondly, classification models mainly make use of aggregated in-
formation. k-anonymity has aggregated attribute values and such aggregation does
not lose information for classification.

Figures 5 and 6 list the average query errors of the k-anonymized data sets
with and without dLink as a function of the data set size and equivalence class
size, respectively. Each average value is obtained from 1000 random queries. The
results show that relative difference in query error is at most 5% before and after
the application of dLink. Moreover, there is no fixed pattern of the query errors
with respect to data set size and k values. This is because we use different sets of
queries for different pairs (Mondrian and dLink) of data sets. Thus, each reported
pair of query errors is independent from the others.

The above results support our claim that the post-processing strategy dLink has
negligible effect on classification accuracy and a small effect on query accuracy.
It can be observed that it is possible to achieve more privacy (in the magnitude of
10) by sacrificing a little (5% or less errors in the query processing) by using the
dLink.
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Figure 3: The average classification accuracy of the 10-anonymized Salary data sets as a function of
their sizes.

6.2. Comparison with differential privacy

As discussed earlier, ε-differential privacy is capable of protecting data from
the composition attack, but the data utility may be low. We use the following set of
experiments to demonstrate this point empirically. To do so, it is crucial to choose
an appropriate value for ε (i.e., the privacy budget). We followed the technique
described in [27] to choose ε. We run 100,000 random queries on our data sets,
and accumulate the number of unchanged responses. In Figure 7, it can be seen
that when ε > 0.1, more than 30% of the query results remain unchanged. Thus,
we set the upper bound of ε to 0.1.

Figures 8 compares the results of the query errors of the 10-anonymous data
sets after the application of dLink with the differentially private data sets. The
differentially private data sets are obtained by using the implementation in [22]. It
can be observed that in all cases we have at least 7%, 22% and 44% less error than
differentially private data sets when ε is set to 0.1, 0.05 and 0.01, respectively.

In addition to the above experiments, we also used Kullback-Leibler distance [12]
and city block distance to measure the difference between two histograms of con-
fidential values in the original and differentially private counts. The smaller the
distance, the better the preservation of the original distribution. From Figure 9,
it can be seen that the distributional distances using dLink are at least 21.03%,
56.51% and 76.54% smaller than those using differential privacy when ε is set to
0.1, 0.05 and 0.01, respectively.

Both the results support our claim that dlink can retain more data utility than
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Figure 4: The average classification accuracy of the 101K Salary set as a function of the k-
anonymization level.
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Figure 5: The average query errors of the 10-anonymized versions of the Salary and Occupation data
sets as a function of their sizes.

in differentially private settings in our context.

6.3. Effect of different critical parameters

In the following experiments, we show the effects of the parameters d and α
on the overall performance of dLink.

The parameter d has significant effects on the privacy risk and on the data
utility. Figure 10 shows that for small d (≤ 3 in our data sets), the privacy is as
high as 30 times larger than the privacy risk for large d (≥ 6 in our data sets). This
is because with large d (d ≥ 6), dLink causes additional merging, which leads
to an increase in common confidential values between corresponding equivalence
classes across different data sets and a reduction in the privacy risk. However,
large values of d leads to additional merging and, thus, a reduction in data utility.
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Figure 6: The average query errors of the 101K Salary and Occupation data sets as a function of the
k-anonymization level.
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Figure 7: Unchanged responses through differentially private mechanism

Figures 13 and 12 show that for a large d, the classification accuracies decrease
by 5% and the query errors are increase by 40% in comparison to the results for a
small d.

The confidence parameter α influence the privacy risk and the data utility as
expected. Specifically, when α is large (≥ 0.9 in our data set) we achieve more (as
high as 18 times larger) privacy than a low α (≤ 0.6 in our data sets). However, it
can be observed from Figures 13 and 12 that high α also leads to a decrease in the
data utility. In particular, when α ≥ 0.9 the classification accuracies decrease by an
average of 3.5% and the query errors increase by an average of 70% in comparison
to when α ≤ 0.6. This is because to achieve high confidence, dLink merges more
equivalence classes.

6.4. Efficiency

Figure 14 shows the execution time of our post-processing dLink in compari-
son with the anonymization process by Mondrian with increasing data set size. It
can be observed that the dLink incurs very small increase in process time in com-
parison to the anonymization. In addition, to observe the effect of the parameters d
and α in Figure 15, we present the runtime of dLink with different d and α along
with the runtime of k-anonymization of the salary data set of 101000 records. The
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Figure 8: The average query errors of the DP [22] and 10-anonymized with dLink versions of the
Salary and Occupation data sets.
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Figure 9: Distance between the original data set, the output of dLink, and several privacy budgets of
differential privacy (ε = 0.01, 0.05, 0.1)

X-axis represents the values of d. It can be seen that thought the runtime increases
with d, the runtime of dLink also incurs small additional time in comparison to
the time for anonymization process.

6.5. Discussion and limitations

The composition problem transpires when an adversary combines multiple data
sets to reveal the confidential information of an individual. The proposed (d, α)-
model requires that a data set be published such that each equivalence class has
d confidential values with a certain likelihood. Though organizations cannot co-
ordinate in this setting, the experiments illustrate that the likelihood two data sets
contain a d confidential values in common for corresponding equivalence classes
can be estimated with relatively strong accuracy. Moreover, the experiments show
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Figure 10: The average accuracy of the composition attack on 10-anonymized versions with dLink
of different sizes Salary data sets as functions of the parameters d and α.
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Figure 11: The average classification accuracy of the 10-anonymized versions with dLink of differ-
ent sizes Salary data sets as functions of the parameters d and α with classifier J48

that the proposed dLink algorithm can significantly reduce the likelihood of a com-
position attack and can retain information that is significantly closer to the original
data set than differentially private publications.

There are, however, several ways in which this work could be extended and
thus improved. First, our model is based on the assumption that all attributes of a
record are independent. Yet, this is not necessarily the case when considering the
relationship between quasi-identifying and confidential attributes. For example, in
a healthcare setting, a female patient certainly has a higher chance of being diag-
nosed with breast cancer than a male patient. Modeling and accounting for such
correlations is a complex challenge; however, we believe that more accurate statis-
tical modeling of such relationships (i.e., used in [26, 3]) could help minimize loss
in data utility. Second, our model was evaluated only in the setting of composi-
tion over two data sets, whereas the composition attack may be executed in a more
distributed setting. Nonetheless, the literature suggests that in real environments,
such as healthcare, the number of locations visited by a patient may be small. For
instance, in [20] it was shown that patients visited a median of two hospitals in the
state of Illinois over an eight year period.
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Figure 12: The average query errors of the 10-anonymized versions with dLink of different sizes
Salary data sets as functions of the parameters d and α.
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Figure 13: The average classification accuracy of the 10-anonymized versions with dLink of differ-
ent sizes Salary data sets as functions of the parameters d and α with classifier J48

7. Conclusion

This paper presented a k-anonymization model to limit the likelihood an adver-
sary can successfully complete a composition attack when organizations are unable
to coordinate prior to data publication. In doing so, we provided a theoretical foun-
dation for reducing the risk of the composition attack. We further provided an
effective method to achieve the privacy principle using a probabilistic approxima-
tion. We experimentally showed that the k-anonymized data adequately protects
privacy and yet supports effective data analysis in a manner that is more effective
than a noise-based technique (i.e., differential privacy).

Nonetheless, we believe there is room for improvement and, in particular, be-
lieve the approach would benefit from incorporating dependency models regarding
the relationship between quasi-identifying and confidential values. Moreover, ap-
plying k-anonymity to both quasi-identifiers and confidential attributes could be an
interesting extension of this work. In addition, incorporating a practical implemen-
tation of t-closeness to deal with data sets that lack sufficient diversity may avoid
the suppression of the entire data set (i.e., the worst case scenario).
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Figure 14: The execution time of the 10-anonymized versions of the Salary and Occupation data sets
as a function of their sizes.
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[4] Josep Domingo-Ferrer and Vicenç Torra. Ordinal, continuous and heteroge-
neous k-anonymity through microaggregation. Data Mining and Knowledge
Discovery, 11(2):195–212, 2005.
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